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Abstract

Information can change: science advances, newspapers retract claims, and reccomen-

dations shift. Successfully navigating the world requires updating and changing beliefs,

a process that is sensitive to a person's motivation to change their beliefs as well as

the credibility of the source providing the new information. Here, we report three

studies that consistently identify an additional factor influencing belief revision. Specifi-

cally, we document an asymmetry in belief revision: people are better able to believe in

a claim once thought to be false, as opposed to unbelieving something once believed

to be true. We discuss how this finding integrates and extends prior research on social

and cognitive contributions to belief revisions. This work has implications for under-

standing the widespread prevalence and persistence of false beliefs in contemporary

societies.
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1 | INTRODUCTION

Successfully navigating the world requires the ability to update one's

beliefs. For instance, recommendations shift, such as whether aspirin

should be taken daily. Federal agencies issue new nutrition guidelines

every 5 years, often with drastic changes. And newspapers retract

information, such as the claim that weapons of mass destruction

(WMDs) were discovered during the Iraq War. Revising beliefs can be

difficult, as it requires people to overcome biases in reasoning, accept

new information as true, and remember those corrections over time

(Butler et al., 2011; Lewandowsky et al., 2012). Here, we briefly sur-

vey past work on belief revision before focusing on another factor

affecting belief revision: whether the correction aims to instill a belief

in something once thought to be false or to rescind an existing belief

(e.g., to stop believing something).

Prior work has identified several ways that social and motivational

factors influence the likelihood of belief revision when new, corrective

information is encountered. For example, seminal research from Hov-

land and Weiss (1951) found that people are more likely to discount

information from low credibility sources (e.g., a gossip columnist) com-

pared to high credibility ones (e.g., New England Journal of Biology and

Medicine). Generally, people are more persuaded by sources that are

perceived as trustworthy than sources perceived as untrustworthy

(Eagly et al., 1978; Mills & Jellison, 1967; Pilditch et al., 2020;

Priester & Petty, 1995; Swire & Ecker, 2018), and source trustworthi-

ness influences the likelihood of belief revision (Guillory &

Geraci, 2013; Pluviano et al., 2020; Wolf et al., 2012). Furthermore,

prior beliefs and worldviews can play a powerful role in how new

information is evaluated and incorporated into the knowledge base:

People may be motivated to maintain certain social, political, and

moral beliefs, even in the face of compelling countervailing arguments

and evidence (Haidt, 2012; Kunda, 1990; Stanley, Henne, et al., 2020;

Stanley, Marsh, & Kay, 2020; Taber et al., 2009; but see Swire-

Thompson et al., 2020 for an alternate view).

To return to the previous example about WMDs, non-Americans

(specifically Germans and Australians) were more likely to revise their

beliefs about the existence of WMDs in Iraq than were Americans, and

many Americans continued to believe they existed despite remembering

the retractions. This cross-national difference is likely attributable to dif-

ferences in the degree to which participants were skeptical of the under-

lying motives for beginning the war, the trustworthiness of the sources

issuing the retractions, and the messaging of political elites and news

media in each respective country (Lewandowsky et al., 2005, 2012).

Cognitive factors also play a role in belief revision. For example,

people take shortcuts when judging whether something is true, treat-

ing ease of processing (fluency) as evidence that something is true
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(Alter & Oppenheimer, 2009; Brashier & Marsh, 2020). The result is that

simply repeating a statement can make it seem truer (illusory truth;

Hasher et al., 1977), as does presenting a statement in a high contrast

easy-to-read color (Park & Schwartz, 1999). Initially researchers were

concerned that it would be problematic to repeat a falsehood during cor-

rection (e.g., “It is a myth that X"), given that doing so likely eases proces-

sing of the falsehood (Ecker et al., 2017; Lewandowsky et al., 2012;

Pennycook et al., 2018). However, more recent work suggests that repe-

tition of a falsehood can be helpful, if it is done once, clearly labeled with

a warning, and presented in conjunction with an explanation of why the

information is incorrect (see meta-analysis by Ecker et al., 2022).

The effectiveness of a warning paired with an explanation is con-

sistent with the larger literature showing that the most effective cor-

rections do more than negate incorrect information: They also offer

alternative, concrete answers or explanations. This is true whether

one has made an error translating a foreign-language vocabulary word

(Pashler et al., 2005), remembering a specific episodic event (Ecker

et al., 2015; Johnson & Seifert, 1994; Mullet & Marsh, 2016; Tenney

et al., 2009), or evaluating whether there were WMD sites in Iraq

(Lewandowsky et al., 2012). In all of these cases, a simple negation

creates a hole in one's existing mental representation. With time, the

new association (the tag that something is wrong) will be forgotten at

a faster rate than the old association (Jost's Law)—meaning that the

re-emergence of the error is likely over time if nothing is provided to

fill that gap (Butler et al., 2011; Ecker et al., 2022).

Of course, sometimes it is not possible to provide an alternate

explanation. For instance, while the scientific consensus is that vaccines

do not cause autism (DeStefano et al., 2013; Taylor et al., 2014), there

is no simple explanation available to describe the complex genetic and

environmental interactions that do (Marsh et al., 2016). Here we exam-

ine these types of corrections, where participants are only told that a

current belief is incorrect. We compare affirmations and negations, and

ask whether one is easier to update than the other. By affirmation, we

mean the belief that X is true, whereas a negation is the belief that X is

not true. We test the prediction that it will be easier to start believing

in X after a correction (switching from a negation to an affirmation)

than to unbelieve X (switching from an affirmation to a negation).

Our predictions rest on several related cognitive literatures. First,

the initial memory may be stronger in the affirmation case, as people

are biased to initially believe information and tagging something as false

requires a second step that requires cognitive resources (Gilbert

et al., 1993). Second, negative corrections (which tell people to unbe-

lieve something) provide neither explanations for why beliefs are false,

nor new positive claims with which to replace them (Lewandowsky

et al., 2012). Believing something once thought to be false should act

similar to an explanation, in that it gives people something concrete to

believe in. Finally, a negative correction may functionally act like a for-

got cue (Mayo et al., 2014). That is, in addition to being less memorable

than affirmations, negations may afford inhibitory processing.

This possible asymmetry in belief revision has mostly been investi-

gated in the domain of event memory, using what is known as the con-

tinued influence paradigm (Johnson & Seifert, 1994). In a typical study,

participants read a series of news dispatches (i.e., about discovering paint

cans on the site of a warehouse fire) but later some of the information is

retracted (i.e., a new dispatch comes in that indicates there were no paint

cans). The paradigm simulates an unfolding news story, where initial

reporting is updated as more facts are learned. The focus is on retrac-

tions and refutations, where initial beliefs are negated and/or replaced—

rarely do these studies contain the conditions to directly compare the

updating of affirmations to the updating of negations (rather, they com-

pare different kinds of negations). Two exceptions come from Gordon

et al. (2019), with mixed results. Briefly, a perpetrator of a crime was

described as Aboriginal (affirmation) or not Aboriginal (negation), across

conditions—and then this description was reversed in an update (to not

aboriginal or to aboriginal, depending on the condition). In Study 1, there

was no asymmetry: belief updating was similar whether participants

were updating from an affirmation to a negation or vice versa. In Study

2, the materials were changed to refer the perpetrator as either “a Mus-

lim” or “Not a Muslim”; in this study more updating occurred when par-

ticipants were updating from a negation (not a Muslim) to an affirmation

(is Muslim), as we predicted. In short, while interesting, these studies pro-

vide inconsistent evidence for our hypothesis. They also examined

updating of a specific episodic memory (a crime), as opposed to updating

of a general belief about the world, which cannot be assumed to operate

in the same way (see Cantor et al., 2015).

In contrast to using an episodic memory paradigm, in three studies

we examined belief revision using general knowledge statements. To

control for prior beliefs, we chose statements that people were unlikely

to have prior beliefs about, and used a three-part learning phase to instill

new beliefs. The statements were unrelated to each other, as opposed

to updating a key component of a single narrative. We used unfamiliar,

relatively neutral stimuli to allow us to focus on an underlying cognitive,

rather than motivational, factor influencing belief revision. Learning

involved multiple exposure phases with distinct deep encoding tasks to

encourage people to learn and develop the requisite beliefs needed for

the correction phase. We manipulated whether corrections took the

form of negation-to-affirmation (believing something previously thought

to be false) versus the form of affirmation-to-negation (unbelieving some-

thing previously thought to be true). As an example, consider the situa-

tion in which an individual initially and incorrectly believes that “The
capital city of Fiji is not Suva,” but is then exposed to the correction that

“The capital city of Fiji is Suva.” Our prediction is that this negation-to-

affirmation correction will be more likely to bring about stable and per-

sistent belief change than its affirmation-to-negation complement, where

the false belief that “The capital city of Fiji is called Apia,” is rescinded

with the correction “The capital city of Fiji is not called Apia.”

2 | STUDY 1

2.1 | Method

2.1.1 | Participants

Eighty individuals voluntarily participated in this study via Amazon's

Mechanical Turk (AMT) for monetary compensation. Participant
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recruitment was restricted to individuals in the United States with a

prior approval rating above 80%. Eight participants did not answer all

questions or failed the self-reported attention evaluation (see below

for more information), so data were analyzed with the remaining

72 individuals (Mage = 38.19, SD = 12.20, rangeage = [22–70],

26 females, 45 males). All participants reported being fluent English

speakers. For all studies, we report all manipulations, conditions, and

exclusions. A sensitivity power analysis revealed that we are powered

to detect an effect size of dz = 0.39 (two-tailed comparison between

two dependent means, alpha = .05, power = .90; Faul et al., 2007).

For this and subsequent studies, data were analyzed in each study

only after all data were collected. The Duke University Campus Insti-

tutional Review Board approved procedures for this study and those

that follow.

2.1.2 | Materials

We used 36 unfamiliar declarative statements from published work

(Tauber et al., 2013; Wang et al., 2016). The statements came from

diverse domains, including: entertainment, geography, history, science,

and sports.

We tested the materials with a separate sample of participants to

confirm that workers on AMT were generally unfamiliar with these

items (N = 98, after excluding two participants for not answering all

questions). We adapted instructions from a large-scale norming study

on general knowledge statements (Tauber et al., 2013; the full instruc-

tions are available in Supplemental information S1). Briefly, partici-

pants were instructed to answer general knowledge questions and to

search memory for the correct answers. Participants were also told

that there would be no penalty for guessing. For example, the follow-

ing question was presented to participants: What is a poem written for

a bride called? The correct response to this question is epithalamium.

As in Tauber et al. (2013), these responses were scored with leniency

for misspellings (e.g., epithelimium was accepted as correct). On aver-

age, participants answered 6.9% of the questions correctly

(median = 2.8%), indicating that participants were generally unfamiliar

with the materials.

To adapt the materials for our experimental design, we used plau-

sibly true and false versions of each item, as well as affirming and

negating frames. Thus, each item had four versions. Table 1 shows

two example items and their respective versions; the full set of mate-

rials is available at osf.io/mwgt2.

We screened these materials on AMT to ensure that truth ratings

were similar for all four versions of each item. To this end, a separate

sample of participants (N = 99, after excluding 1 participant for not

answering all questions) judged the veracity of 36 statements on a

7-pt scale (1 = definitely false, 7 = definitely true). Half of the state-

ments were true and half were false. Within each of those two

respective sets, half were presented in affirming frames and half in

negating frames. Thus, each participant judged nine true affirmations,

nine false affirmations, nine negated statements that were true, and

nine negated statements that were false. Each participant saw only

one of the four versions of each statement, with the statement ver-

sion fully counterbalanced across participants. The results suggest

that ratings for true and false statements (in reality) were similar,

regardless of their framing (see Table 2). Critically, regardless of the

actual veracity of the statement, the average judged truth was close

to the midpoint of 4 on the 7-pt scale. There were no significant dif-

ferences in judged truth between any possible pair-wise comparisons

between the four kinds of statements (all ps > .10, prior to correction

for multiple comparisons). Thus, for our purposes, true and false items

were functionally identical and ambiguous; we used true and false

items simply so that we could ensure that all corrections would leave

participants with truthful information. The learning phase was used to

instill the desired beliefs, prior to the correction phase.

2.1.3 | Procedure

The experiment consisted of five phases: (1) initial exposure phase,

(2) second exposure phase, (3) practice phase, (4) correction phase, and

(5) truth judgment phase (Figure 1). We implemented this series of

phases for several reasons. For one, the exposure and correction

phases are necessary to study the phenomenon of interest: belief

revision. Second, we used multiple exposure phases with distinct deep

encoding tasks to help participants process the unfamiliar items and

encourage learning, so that people would have beliefs to correct. And

third, the practice phase served two purposes: It measured whether

learning of affirmations and negations was similar, and it provided an

additional learning opportunity through retrieval practice paired with

feedback (Roediger & Butler, 2011).

All phases occurred in a single session. We instructed participants

not to use any outside resources to help them with the task (and con-

firmed this at the end of the experiment).

The purpose of these first two phases was to implement active

tasks (interest ratings and subject categorizations) to familiarize

TABLE 1 Two stimuli examples

Actual veracity of claim

True False

Affirming frame Michelangelo's statue

of David is located

in Florence.

A poem written for a

bride is an

epithalamium.

Michelangelo's statue

of David is located in

Venice.

A poem written for a

bride is a canzone.

Negating frame Michelangelo's statue

of David is not

located in Venice.

A poem written for a

bride is not a

canzone.

Michelangelo's statue

of David is not

located in Florence.

A poem written for a

bride is not an

epithalamium.

Note: Prior to the correction phase, each false statement appeared in an

affirming or negating frame. During correction, the true version of each

was presented in either an affirming or negating frame.

YANG ET AL. 3



participants with the statements that would later be corrected, given

that we designed these statements to be unfamiliar to participants.

We chose the particular ratings because they are both deep processing

tasks that mimic everyday judgments, as people regularly judge how

interesting they find things (phase 1) and make meaning-based classifi-

cations (phase 2). In the initial exposure phase, participants rated each of

36 statements (18 affirmations, 18 negations) for subjective interest on

a 6-point scale ranging from 1 (very uninteresting) to 6 (very interesting).

To encourage the processing of the statements, participants were

required to wait a minimum of 2 s before moving on to the next state-

ment. All statements were in fact false, but participants did not receive

any information regarding their veracity. We made the decision to have

all initial statements be false in reality so that all corrections would, in

fact, leave participants with the true beliefs. This decision was made

possible by the pre-testing that showed that the true and false versions

of the statements were functionally equivalent, with all average ratings

close to the midpoint of the scale (see Table 2).

In the second exposure phase, participants saw the same 36 state-

ments from the previous phase. To further engage subjects in semantic

processing, participants were ask to classify each statement as to its

subject in school: geography, history, science, English, government, or

other. Participants were once again required to wait a minimum of 2 s

before moving on to the next statement. As in the first phase, all state-

ments were in fact false, but participants did not receive any informa-

tion regarding their veracity.

The purpose of the practice phase was to boost learning of the state-

ments as well as confirm that participants remembered similar proportions

of affirmed and negated statements. Otherwise, any asymmetry found in

the later phases could be ascribed to initial differences in learning, rather

than the structural asymmetry we predict. Thus, in the third phase, partici-

pants identified which of two alternatives (the affirmed and negated ver-

sions) they had seen earlier. For example, if a participant saw “A poem

written for a bride is not an epithalamium” (a false negation) in the first

two phases, the stem for the third phase would be, “A poem written for a

bride is…” Participants would then choose to fill in the blank with either

“an epithalamium” or “not an epithalamium.”Note that in this case, partic-

ipants should choose “not an epithalamium” in order to choose the item

seen in previous phases. Participants were again required to wait a mini-

mum of 2 s before moving on to the next statement. Participants received

immediate feedback after each trial indicating whether their response was

correct, in the sense that they correctly remembered what they had seen

in the first two phases. Note that participants' measured performance

TABLE 2 Means and variances of
judged truth as a function of frame
(affirmation vs. negation) and the actual
veracity of the statements (true vs. false)

Frame Actual veracity Mean judged truth SD 95% CI

Affirmation True 4.22 0.89 [4.04, 4.40]

Affirmation False 4.12 0.82 [3.95, 4.28]

Negation True 4.29 0.81 [4.13, 4.44]

Negation False 4.20 0.81 [4.04, 4.37]

Note: N = 99; Participants judged the truth of each statement on a 7-pt scale.

F IGURE 1 Study
1 experimental paradigm.
Examples are shown from both
negation-to-affirmation and
affirmation-to-negation
conditions. In the fifth phase,
items were counterbalanced such
that participants either saw the
true or false version of the
statement. (T) indicates the
factually true version of the
statement.
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during this third phase likely underestimates their actual subsequent

memory, because they received feedback on their performance after

each trial—and feedback boosts learning (Pashler et al., 2005).

After the practice phase, participants completed a 2-min mental-

math distractor task.

In the fourth phase, the correction phase, we told participants that

many of the statements shown previously were actually false. Partici-

pants were then told that they would only see true statements that

would correct the false information presented earlier in the session. After

reading the instructions, participants rated the corrected versions of the

36 statements for subjective interest on the same 6-point scale ranging

from 1 (very uninteresting) to 6 (very interesting). Participants were

required to wait at least 2 s before moving on to the next statement.

Critically, in this phase, the 18 items previously presented as affirmations

were shown as negations, forming the affirmation-to-negation condition.

Conversely, items previously presented as negations were shown as

affirmations, forming the negation-to-affirmation condition.

In the fifth and final phase, the truth judgment phase, participants

made binary true or false judgments for all statements. The form of

the statements was counterbalanced such that half of the trials repre-

sented the affirmation-to-negation condition, and the other half of the

trials represented the negation-to-affirmation condition. Within each

of these conditions, participants saw either the true or the false

version of the statement. In other words, half of the statements that

participants judged were in fact true, and the other half were false.

Importantly, prior to entering this final phase of the study, participants

had been explicitly told what the true version of each item was—

regardless of whether it was an affirmation or negation.

At the end, participants completed a self-reported attention eval-

uation: “Do you feel that you paid attention, avoided distractions, and

took the survey seriously?” They responded by selecting one of

the following: (1) no, I was distracted; (2) no, I had trouble paying

attention; (3) no, I did not take the study seriously; (4) no, something

else affected my participation negatively; or (5) yes. We assured par-

ticipants that their responses would not affect payment or eligibility

for future studies. Only those participants who selected (5) were

included in the analyses. This same self-reported attention question

has been used in published research (Stanley et al., 2019; Stanley,

Henne, et al., 2020; Stanley, Marsh, & Kay, 2020). Upon completion,

participants were monetarily compensated for their time.

2.2 | Results

2.2.1 | Pre-correction memory for affirmed and
negated statements

Were affirmed and negated statements remembered differently prior

to correction? We investigated whether participants correctly remem-

bered whether statements were affirmed or negated in the third, prac-

tice phrase. On average, memory performance was numerically higher

for affirmed statements than negated ones, but this 3% difference

was not significant. A paired-samples t-test showed no statistically

significant difference in memory performance between affirmed

(M = .79 proportion correct, SD = .19) and negated (M = .77 propor-

tion correct, SD = .21) statements (t(71) = .84, p = .403, 95%

CI = [�.04, .09]). Thus, we did not find evidence for the possible

alternative explanation that, prior to the correction phase, participants

better remember affirmed than negated statements.

2.2.2 | Asymmetries in belief revision

Our main question was whether some beliefs are easier to revise than

others, with the prediction that successful correction would be more

likely to occur in the negation-to-affirmation direction rather than

when an existing, positive belief was rescinded (the affirmation-to-

negation direction). This prediction was corroborated: the two types

of corrections led to significantly different performance on the final

test, t(71) = 4.79, p < .001, 95% CI = [.07, .17], Cohen's dz = .56.

Performance was significantly better, on average, in the negation-to-

affirmation condition (M = .81 proportion correct, SD = .19) compared

to the affirmation-to-negation condition (M = .69 proportion correct,

SD = .23).1 This key finding is shown in Figure 2 as a modified rain-

cloud plot, including 95% confidence intervals, individual participants,

and density plots (Allen et al., 2019). Table 3 depicts means and vari-

ances for the proportion correct on the final truth judgment as a func-

tion of condition (affirmation-to-negation vs. negation-to-affirmation)

and the correct response on the final truth judgment (true vs. false).

3 | STUDY 2

Study 1 provides initial support for our hypothesis that it is easier to

believe something once thought to be false to unbelieve something.

We found no positive support for the alternative hypothesis that,

prior to being corrected, affirmations are more memorable than

negations (as measured in phase 3 of the experiment). In Study 2,

F IGURE 2 Proportion correct for affirmation-to-negation and
negation-to-affirmation in Study 1. Error bars show 95% confidence
intervals around the mean. Points are jittered responses of individual
participants. Distributions are halved violin plots generated using
ggplot2 (Wickham, 2016).
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we sought to replicate this asymmetry in belief revision and to investi-

gate another alternative explanation for our pattern of results: that

people may be more likely to believe that the repeated, affirmed

statements are true (relative to repeated, negated statements) prior to

the correction phase, making them harder to then correct.

Our pre-testing suggested minimal differences in judged truth

between affirmations and negations—at least with a single exposure

to the statements and with truth judgments made on a 7-pt scale.

Nevertheless, previous work does suggest that negations are more

complex to process (Mayo et al., 2004, 2014; Weil et al., 2020),

meaning that the repeated, negated statements are likely processed

with less fluency than the repeated, affirmed statements. Because

fluency is a heuristic for truth (Alter & Oppenheimer, 2009;

Brashier & Marsh, 2020; Fazio et al., 2015; Lewandowsky

et al., 2012), the increased fluency with which the affirmations are

processed may induce participants to become more likely to judge

those affirmations as true, relative to the negations. To test this

hypothesis in a within-subjects fashion, we made one important

change to the paradigm from Study 1: The phase immediately before

the correction was changed from a test measuring memory for affir-

mations/negations to an initial binary truth judgment rating.

3.1 | Method

3.1.1 | Participants

Eighty-two individuals voluntarily participated in this study via

AMT for monetary compensation. Participant recruitment was

restricted to individuals in the United States with a prior approval

rating above 80%. Six participants did not answer all questions or

failed the self-reported attention evaluation (detailed below); data

were analyzed with the remaining 76 individuals (Mage = 37.63,

SD = 12.53, rangeage = [19–72], 36 females, 40 males). All

participants reported being fluent English speakers. We chose

this sample size to match that of Study 1. A sensitivity power

analysis revealed that we are powered to detect an effect size of

dz = 0.38 (two-tailed comparison between two dependent means,

alpha = .05, power = .90).

3.1.2 | Materials

We used the same set of 36 items from Study 1.

3.1.3 | Procedure

The procedure for Study 2 was the same as Study 1, except that the

third practice phase was replaced with an initial truth judgment phase.

Thus, the five phases of Study 2 were the (1) initial exposure phase,

(2) second exposure phase, (3) initial truth judgment phase, (4) correction

phase, and (5) final truth judgment phase.

Following the initial exposure phase (where participants saw

36 statements and made interest ratings) and the second exposure

phase (where participants indicated which subject in school they

might learn about each statement), participants indicated their

belief in each statement, labeling each as true or false. In this way,

we investigated the judged veracity of affirmed and negated state-

ments, respectively, prior to the correction phase. Immediately

after this third phase, participants completed a 2-min mental-math

distractor task.

The procedure for the remaining two phases—the correction

and final truth judgment phases—were identical to Study 1. Partici-

pants also answered the same attention question described in

Study 1. Upon completion, participants were monetarily compen-

sated for their time.

3.2 | Results

3.2.1 | Initial belief in affirmed and negated
statements

We first investigated whether there were differences in beliefs for

affirmed versus negated statements prior to correction. A paired-

samples t-test revealed that there was not a statistically significant

difference in initial judgments about the veracity of affirmed (M = .62

proportion judged true, SD = .20) and negated (M = .61 proportion

judged true, SD = .22) statements, t(75) = .29, p = .774, 95%

CI = [�.06, .08]. Thus, we did not find evidence for the alternative

explanation that a bias to believe affirmations drove our results. These

data also provide support for our assumption that the learning phase

successfully instilled beliefs, a prerequisite for correction.

3.2.2 | Asymmetries in belief revision

Next, we examined our primary effect of interest: an asymmetry in

belief following corrections in the negation-to-affirmation direction

TABLE 3 Means and variances for
proportion correct on final truth
judgment as a function of condition and
the correct response on the final truth
judgment (true or false) in Study 1

Condition Correct response Mean proportion correct SD 95% CI

Affirmation-to-negation True .70 .24 [.64, .76]

Affirmation-to-negation False .68 .27 [.61, .74]

Negation-to-affirmation True .85 .18 [.80, .89]

Negation-to-affirmation False .77 .24 [.72, .83]

Note: N = 72.

6 YANG ET AL.



(believing something once thought to be false), compared to the

affirmation-to-negation direction (rescinding belief). As in Study

1, final test performance differed significantly across the two condi-

tions (t(75) = 3.54, p = .001, 95% CI = [.04, .16], Cohen's dz = .40).

We successfully replicated the finding that performance was signifi-

cantly better, on average, in the negation-to-affirmation condition

(M = .80 proportion correct, SD = .19) compared to the affirmation-

to-negation condition (M = .70 proportion correct, SD = .21).2

See Figure 3 for a visual representation of these results. Table 4

depicts means and variances for the proportion correct on the final

truth judgment as a function of condition (affirmation-to-negation

vs. negation-to-affirmation) and the correct response on the final truth

judgment (True vs. False).

4 | STUDY 3

Studies 1 and 2 corroborate the hypothesis that successful belief

revision is more likely to occur in the negation-to-affirmation

direction (when belief was instilled in something once thought to

be false) than in the affirmation-to-negation direction (when belief

was rescinded). However, because all studied statements were

corrected in phase 4 of the experiment, this experimental design

leaves open the possibility of heuristic responding. That is, partici-

pants could have simply endorsed the opposite of all studied state-

ments, rather than truly engaging in a process of the belief revision

(as updating is more likely when participants explicitly compare cur-

rent and past information; Wahlheim & Jacoby, 2013; Wahlheim

et al., 2020). While this explanation does not predict an asymmetry

between conditions (with believing something once thought to

be true being more successful than unbelieving something),

we wanted to rule out heuristic responding as a possible explana-

tion for our results. Study 3 addresses this potential issue by only

correcting half of the initially presented statements, eliminating the

possibility of heuristic responding.

4.1 | Method

4.1.1 | Participants

One hundred forty-four individuals voluntarily participated in this

study via AMT for monetary compensation. Participant recruitment

was restricted to individuals in the United States with a prior approval

rating above 80%. Eight participants did not answer all questions or

failed the self-reported attention evaluation (detailed below), so data

were analyzed with the remaining 136 individuals (Mage = 35.15,

SD = 9.08, rangeage = [21–70], 59 females, 76 males). All participants

reported being fluent English speakers. We increased our sample size

compared to previous samples, because by introducing uncorrected

statements into the study design, we reduced the number of trials

included in our key analyses for each participant. We balanced this

change with financial constraints. A sensitivity power analysis for our

primary analysis revealed that we are powered to detect an effect size

of dz = 0.28 (two-tailed comparison between two dependent means,

alpha = .05, power = .90).

4.1.2 | Materials

We used 32 of the 36 items from Studies 1 and 2. We removed four

items randomly from the 36 used in previous studies, to obtain a total

number of items divisible by eight for counterbalancing. There were

eight different counterbalances that served to cross (1) whether or

not a given item was originally studied as an affirmation or negation;

(2) whether or not it was corrected; and (3) whether the final test

question was actually true or false in reality. The key manipulation is

the first one: whether participants were initially exposed to an affir-

mation or a negation. The key outcome measure is the correction of

these items (defined as accuracy on the final test, collapsing over

whether the final test items were, in fact, true or false in reality). Non-

corrected items are not themselves of interest but rather serve as

fillers during the correction phase, so that not everything would be

corrected and that heuristic responding would not be possible.

4.1.3 | Procedure

The critical difference in Study 3 relative to the previous studies was

that only half of the initially presented statements were corrected in

phase 4. The general procedure for Study 3 mirrored that of Study

1, except for changes in phases 3 and 4. In addition to correcting only

half of the initially presented statements, we also slightly altered the

structure of the third practice phrase in Study 3 to help participants

encode the initial statements more deeply.

In the first phase of the experiment, the initial exposure phase,

participants saw 32 statements. As in the previous studies, half of the

statements were presented as affirmations and half as negations.

Additionally, half of the initially presented statements were true and

the other half were false, although participants were unaware of this

F IGURE 3 Proportion correct for affirmation-to-negation and
negation-to-affirmation in Study 2. Depicted are error bars around
means (95% confidence intervals), responses of individual
participants, and a distribution of responses using ggplot2
(Wickham, 2016).
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distinction (as confirmed with pre-screening of materials). We imple-

mented this true and false division at initial exposure to allow us to

correct only half of the items (those initially appearing in false frames),

so as to leave participants with only true claims about the world in the

correction phase, a choice made so as to try to not leave participants

with false information about the world. As before, participants made

interest ratings in the initial exposure phase using the same scale.

In the second exposure phase, participants saw all 32 statements

again and indicated what subject in school they might learn about

each statement. This was identical to the previous studies.

In the third phase, the practice phase, participants were

exposed to each claim again. As in previous studies, the purpose of

the practice phase was to boost learning of the statements. Thus,

after being presented in each claim again, participants were ran-

domly assigned one of two tasks on the following page. Participants

were instructed to type in the last word of the statement they just

saw or to indicate whether the word “not” was included in the

statement. The specific task assigned was randomized so that par-

ticipants would not be able to attend to only one part of the claim

each time. Then, participants were provided with the original claim

and their own responses from the previous page, and they self-

scored their own responses.

In the fourth phase, the correction phase, we told participants that

half of the statements they saw prior to the correction phase were

“actually false” and the other half of the statements were “actually
true”; exact, explicit instructions are available in Supporting

information S1. Thus, half of the 32 initially presented statements

were corrected—that is, eight affirmations and eight negations (all

falsehoods)—were corrected so that they reflected the true state of

the world. The remaining uncorrected statements were re-presented

as in previous phases. For both corrections and re-representations,

participants provided interest ratings using the same scale as in the

initial exposure phase. Thus, this phase prevented heuristic responding,

as the critical corrected items were camouflaged with filler items

(ruling out the heuristic “I should just remember the opposite of what

I originally studied”).
In the fifth phase, the final truth judgment phase, participants

made binary true or false judgments as in Studies 1 and 2. Accuracy

was defined as proportion correct on these items, collapsing over

whether the final items were true or false in reality. After complet-

ing the final truth judgment phase, participants answered the same

self-reported attention evaluation question as in previous studies.

Upon completion, participants were monetarily compensated for

their time.

4.2 | Results

Consistent with our previous two studies, we found that negation-to-

affirmation statements (i.e., that instilled belief in something once

thought to be false) were more likely to be successfully corrected than

affirmation-to-negation statements (i.e., that rescinded belief);

t(135) = 5.32, p < .001, 95% CI = [.08, .18], Cohen's dz = .44. Thus,

we successfully replicated the finding that performance was signifi-

cantly better, on average, in the negation-to-affirmation condition

(M = .72 proportion correct, SD = .26) compared to the affirmation-

to-negation condition (M = .60 proportion correct, SD = .26). These

results are graphically depicted in Figure 4 and replicate the findings

from our previous studies. For statements that were corrected,

Table 5 depicts means and variances for the proportion correct in

the final truth judgment phase as a function of the initial statement

(affirmation vs. negation) and the correct response on the final truth

judgment (true vs. false).

For completeness, we analyzed final test performance for

statements that were not corrected (i.e., fillers). These items were

processed three times in the study phase before being explicitly

labeled as true for their 4th presentation, in the correction phase.

On the final test, performance was higher for statements that

had consistently appeared four times as affirmations, as compared

to negations (see supplement for full details, Table S1, and

discussion).

TABLE 4 Means and variances for
proportion correct on final truth
judgment as a function of condition and
the correct response on the final truth
judgment (true or false) in Study 2

Condition Correct response Mean proportion correct SD 95% CI

Affirmation-to-negation True .74 .22 [.69, .79]

Affirmation-to-negation False .66 .25 [.60, .72]

Negation-to-affirmation True .84 .20 [.79, .88]

Negation-to-affirmation False .76 .23 [.71, .81]

Note: N = 76.

F IGURE 4 Proportion correct for affirmation-to-negation and
negation-to-affirmation in Study 3. Depicted are error bars around
means (95% confidence intervals), responses of individual
participants, and a distribution of responses using ggplot2
(Wickham, 2016).
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5 | GENERAL DISCUSSION

In three studies, we found evidence for an asymmetry, with people

better able to correct false beliefs in the negation-to-affirmation direc-

tion than in the affirmation-to-negation direction. That is, people are

better at believing something that they once thought to be false than

at unbelieving something once thought to be true. It is easier to

replace the belief “A poem written for a bride is not an epithalamium”
with the belief that “A poem for a bride is an epithalamium” than to

unbelieve something once thought to be true (e.g., when “Michelan-

gelo's statue of David is located in Venice” is corrected to “Michelan-

gelo's statue of David is not located in Venice”).
Why are people better at correcting false beliefs in the negation-

to-affirmation direction than in the affirmation-to-negation direction?

In other words, why is it easier to start believing in something than to

stop believing in it? Across studies, we eliminated several possible

explanations. Prior to the correction phase, affirmations were not

more believable (Study 2) or memorable (Study 1) than negations.

Study 3 suggests that our results are not attributable to a decision-

making heuristic that participants could have used in Studies 1 and

2—namely, that participants might have endorsed the opposite of

whatever was initially presented (a possibility when all studied items

were corrected).

Because prior work shows that some negations are more useful

than others (Mayo et al., 2004), we conducted a brief follow-up in

which we assessed the perceived usefulness of our statements. A sep-

arate group of participants (N = 60, no exclusions) was recruited

through Amazon's Mechanical Turk. They were instructed to imagine

future situations in which it would be useful to know the various

affirmed and negated statements used in studies described here. Each

participant saw 18 affirmed and 18 negated statements, all of which

were true in reality. Participants rated the usefulness of knowing each

statement on a scale from 1 (definitely not useful) to 6 (definitely use-

ful). We found that participants judged affirmations (M = 4.01,

SD = .98) to be more useful, on average, than negations (M = 2.86,

SD = 1.29; t(59) = 7.43, p < .001, 95% CI = [.84, 1.45]). At a cognitive

level, the perceived usefulness of information likely translates into

increased attention to it, which in turn promotes two things: remem-

bering and the likelihood of noticing that the information has changed.

The latter would be consistent with past work showing that correc-

tions are more likely when a participant engages in a comparison pro-

cess and notices the difference between incoming information and

one's original belief (remindings; Braasch & Bråten, 2017; Jacoby

et al., 2015; Pashler et al., 2013).

Beyond attentional effects at encoding, these types of negations

leave holes in the resulting mental model. Consider a learner who

believes that the statue of David is located in Venice but learns that

this belief is incorrect. A simple negation (not Venice) leaves open the

possibility that the statue could be in Rome, Naples, Verona, Milan, or

any other of a multitude of cities. Such a negation would be classified

as uni-polar or un-bounded (Gordon et al., 2019) because it does not

imply a specific alternate state. In contrast, the learner who initially

believed that the statue is not in Florence started with a mental model

with missing location information—and learning that the statue is in fact

in Florence fills the gap and yields a coherent mental model. In addition

to being more memorable (citation), coherence itself is interpreted as

evidence for that something is true (Unkelbach & Rom, 2017).

We documented an asymmetry using relatively weak beliefs; it

has not been directly tested in studies targeting major misconcep-

tions. Perhaps the most similar study comes from Horne et al. (2015),

who targeted false beliefs and negative attitudes about vaccination,

an important public health misconception that is notoriously difficult

to correct. Participants in this study received information about the

dangers of diseases like measles and mumps (i.e., instilling a new, affir-

mative belief about disease risk) rather than messages debunking their

belief in the MMR vaccine—autism link (i.e., belief negation). As we

would predict, Horne et al. (2015) had more success correcting anti-

vaccine attitudes when they attempted to instill a new, positive belief

(disease risk) than when they attempted to rescind a pre-existing

belief (the vaccine-autism link). This particular intervention supports

our claim of an asymmetry in belief revision, although it was not clear

how much participants knew about the side effects of measles and

mumps, making it hard to disentangle belief revision from the effects

of learning new information.

Relatedly, future research may investigate whether the confi-

dence with which participants hold their priors affects the likelihood

of belief revision in our proposed framework. The statements used in

our studies were selected because very few people actually know—

based on extensive pre-testing—whether they are true upon initial

exposure. Our intention was to create a similar starting point for all

participants, and then to repeat the statements several times to

encourage participants to believe that they were true before correc-

tion (by taking advantage of the illusory truth effect; Dechêne

et al., 2010; Hasher et al., 1977). However, not all participants

believed the repeated statements were true before correction, likely

adding noise to our data and making it harder to find our hypothe-

sized effects. Starting instead with common misconceptions confi-

dently held by much of public (e.g., that sugar causes hyperactivity in

TABLE 5 For statements that were
corrected, means and variances for
proportion correct on final truth
judgment as a function of the initial
statement (affirmation vs. negation) and
the actual correct response on the final
truth judgment (true vs. false) in Study 3

Condition Correct response on final test Mean prop. Correct SD 95% CI

Affirmation-to-negation True .67 .29 [.63, .72]

Affirmation-to-negation False .52 .35 [.46, .58]

Negation-to-affirmation True .80 .27 [.76, .85]

Negation-to-affirmation False .65 .36 [.58, .71]

Note: N = 136.
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children) could increase both ecological validity and the size of our

effects.

In summary, we provide empirical evidence for an asymmetry in

belief revision, documenting an underlying structural principle that pre-

dicts the likelihood of belief revision. We see the present research as

contributing to an existing body of work describing a constellation of

cognitive factors relevant to the correction of false information, such as

story coherence, fluency, source credibility, and more (Brashier &

Marsh, 2020; Lewandowsky et al., 2012; Lorenz-Spreen et al., 2020).

Future work should aim to move from the necessary initial step of

empirically describing such effects to pulling these pieces into a larger

theoretical framework of belief revision. Such theory-making will require

knitting these documented cognitive effects with existing frameworks

from social psychology (e.g., the Elaboration Likelihood Model of per-

suasion; Petty & Cacioppo, 1986). However, models of persuasions such

as the ELM do not include an asymmetry in correcting affirmations and

negations as a factor. As we move to combining cognitive, social, and

other literatures for a fuller understanding of how people's beliefs

change, we advocate for the inclusion of this factor in belief revision.
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ENDNOTES
1 Chance performance is 50% correct. In both conditions (affirmation-to-

negation and negation-to-affirmation), performance was above chance, on

average (ps < .05).
2 Note that chance performance is 50% correct. In both conditions (affir-

mation-to-negation and negation-to-affirmation), performance was above

chance, on average (ps < .05).
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